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Abstract: Deep Learning (DL) open sources libraries such as TensorFlow, Keras, and PyTorch
have been widely and successfully applied for many applications in a forward model. We have
developed the DL radiative transfer model over Oceans under a clear-sky condition. However,
the derived physical model from the DL forward model has difficulties in predicting physical
properties such as the Jacobian, because multiple solutions can fit the forward model results
during the deep learning training process. The Jacobian model in a radiative transfer can
calculate radiance sensitivities on geophysical parameters, which are required by satellite radiance
assimilation in support of weather forecasts and for retrieving environmental data records. In this
study, we introduce a physics constraint into our deep learning training for deriving the forward
model that retains right physics. With this physics constraint, the radiance sensitivities are well
captured by this new DL radiative transfer.
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1. Introduction

Environmental data from satellite measurements have dramatically increased as the need for
accurate weather forecasts and climate studies [1]. Industries also deliver a large amount of
valuable environmental data from their smallSATs and CubeSATs. To quantitatively utilize the
environmental data, a very fast and accurate radiative transfer model (RTM) [2] is required to
simulate and assimilate the environmental information. The Community Radiative Transfer
Model (CRTM) [3], developed at the Joint Center for Satellite Data Assimilation in the United
States, is a fast and accurate radiative transfer model. The CRTM is in operation for weather
forecasts and the generation of environmental data records in the United States and other countries.
The CRTM model is fast but not fast enough so that only less than 10% satellite remote sensing
data are assimilated, for example a subset of 124 channels from 8461 IASI channels is used
for numerical weather prediction [4]. In addition, we have to choose fewer stream members in
degraded scattering calculations for mitigating the computational resources. The community
requirement and recent deep learning innovation motivated this study.

Rapid innovations in deep learning from both software and hardware as well as society
needs [5] promote the public release of open sources libraries such as TensorFlow and Keras
libraries (https://www.tensorflow.org/tutorials/keras/keras_tuner). Open resource libraries play
an important role in exploring big data applications. Their applications in remote sensing [6,7],
image processing [8], and numerical weather prediction [9,10] are presently being explored [11],
in which artificial intelligent (AI) based radiative transfer model development receives great
attention [12,13]. There are two types of radiative transfer models used in weather forecasts and in
the retrieval of environmental data records; broadband fluxes in downward and upward directions
and narrowband radiance at any given direction. Broadband fluxes are used for calculating
atmospheric cooling and heating rates as well as the energy budget at the surface and at the top
of the atmosphere. An initial shallow neural network (SNN)-based model, NeuroFlux, has been
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developed to estimate the longwave radiation budget from the top of the atmosphere to the earth’s
surface [14]. SNNs have been further expanded to more complex architectures, which include
multiple hidden layers (Deep Neural Network, DNNs) and resulted in improved RTM calculation
accuracy and efficiency, thereby demonstrating the potential to replace conventional RTMs in
climate models [15,16]. Recently, Yao et al. [17] have incorporated a physical relationship
between fluxes and heating rates into a layer of the network so that the energy conservation can
be satisfied and the predicted accuracy was improved as well. Mishra and Molinaro [18] applied
physics informed neural networks (PINNs) for simulating radiative transfer, which are trained by
minimizing the residual of the underlying radiative transfer equations.

AI-based radiative transfer model used for radiance calculations are significantly more
complicated than those used for flux calculations because radiances depend on the sensor
observing zenith and azimuth angles at both upward and downward directions. We had developed
an AI-based radiative transfer model using Keras libraries for forward radiance calculations
(referred to AI_Keras_rt hereafter) [19]. We perform microwave radiative transfer calculations
because microwave remote sensing data contribute the most in the direct radiance assimilation
to weather forecasting. It is found that the forward radiance calculations are pretty accurate,
whereas the Jacobian calculations are often not. For microwave window channels and water
vapor channels, the AI-based Jacobian calculations are still questionable. This indicates that
the AI-based forward model doesn’t take up the complex physics used in the radiative transfer
process, although the forward model can map the input features to the outputs very well. The
radiative transfer model deals with layer and surface statistical properties. Physics in the radiative
transfer model refers to macrophysics for example the radiance sensitivity (or Jacobian) on water
vapor in the atmosphere, although the macrophysics foundation is microphysics such as molecular
emission and absorption described by quantum mechanics.

The Jacobian in our derived model agrees with the finite difference between two forward
model calculations very well. Both forward and the derived models use the same configuration
(input, output and hidden layers as well as corresponding nodes) and the same weights/biases.
Therefore, the Jacobian calculated from the derived model is fully consistent with the finite
difference based on the AI forward model. Generally speaking, the weights and biases are
updated by minimizing a loss function according to the forward model results in an iterative way
through a backpropagation algorithm [6]. However, this minimization only provides a solution
for the local minimum. There are multiple solutions for updating weights/biases. We also found
that using the Adam optimization [20] can reach a lower minimum of the loss function. The
improvement is more for the AI forward model and the accuracy of the Jacobian calculations is
still unsatisfactory.

In this study, we introduce physics constraints to the forward model training for improved
weights/biases that can better represent the sensitivities of atmospheric temperatures and water
vapors on radiances or brightness temperatures. The physics constraints are neither a part of the
AI forward model nor the derived model (herein the Jacobian model). The physics constraints
help us to find physics representative weights/biases. This new methodology is relevant to other
applications although this study focuses on an AI-based radiative transfer model. Section II
details the new methodology used to introduce the physics constraints. The training data and
the validation data are described in Section III. The comparison results of with and without the
physics constraints are given in Section IV. CPU timing table for various algorithm is given in
Section IV as well. Section V is for discussions and conclusions.

2. Deep learning algorithm

We use a supervised and fully connected artificial neural network (ANN) in this study. ANN
is one of the methodologies in deep learning (DL). DL is a subfield or a branch of artificial
intelligence (AI). The fully connected ANN here consists of a series of fully connected layers
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those link every neuron (node) in one layer to every neuron (node) in the adjacent layer. The first
artificial neural network was invented by psychologist Frank Rosenblatt and called Perceptron
[21].

The ANN, we used here, has one input layer, several hidden layers, and one output layer. The
input data are used to predict the outputs and the ANN weights/biases are updated by minimizing
the difference between the model predicted and truths or reference outputs in supervision. We
found that using ReLu activation at hidden layers and a linear function at an output layer can
deliver promising results for microwave radiative transfer calculations in the atmosphere.

2.1. Forward model

The microwave radiative transfer computes the brightness temperatures under clear sky conditions
by considering surface and atmospheric emission governed by the Planck function at a local
temperature and atmospheric absorption such as water vapor and oxygen molecular absorptions.
The water surface microwave emissivity and reflectivity, which are a function of the surface wind
and the surface temperature as well as sensor zenith and azimuth angles, also play an important
role in the radiative transfer calculations. The predicted brightness temperature (Ypred) under the
ANN umbrella will be a function of the weights, the biases, activation functions and the vector
X0 containing input variables, that is:

Ypred = F(w, b, A, X0). (1)

F here is an ANN or AI forward model. w, b, A represent weights, biases, and activations,
respectively. In this study, we detail the AI model for simulating Joint Polar Satellite System
(JPSS) Advanced Technology Microwave Sounder (ATMS) observations [22]. We introduced
physic constraints, which is new to an AI radiative transfer model and the technique can also be
applied to develop ANN models for other applications such as radiation budget at the top of the
atmosphere in climate studies. The microwave sounder ATMS play an important role in weather
forecasts and climate studies. The ANN used in this study is configured with one input layer,
three hidden layers, and one output layer. As shown in Fig. 1, the input layer values are multiplied
by weights in a matrix and adding biases are evaluated at the next layer through the activation
function. These activation function values are the inputs to the next layer. The output layer
contains the brightness temperatures for 22 ATMS channels using a linear activation function.

For the given ANN in Fig. 1, Eq. (1) can be written explicitly:

Ypred = b4 + w4A3(b3 + w3A2(b2 + w2A1(b1 + w1X0))). (2)

In a standard process, the weights and biases are updated in a backward propagation by
minimizing the loss function in these iterative processes. We choose commonly used mean
square error (MSE) as the loss function for K channels:

loss =
1

S × K

∑︂S

j=1

∑︂K

i=1
(Ypred(i, j) − Y true(i, j))2 (3)

where S is the sample number or batch size. Dynamic range and variability can be quite different
among input features and outputs. Normalizing the input and output data results in a Gaussian
distribution with a mean close to zero. Normalizing the data generally speeds up learning and
leads to faster convergence and a better accuracy. We normalized input data and the reference
data for output as follows:

X0 =
X0 − µx

σx
(4a)

Y true =
Y true − µy

σy
(4b)
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Fig. 1. A schematic process of the ANN for simulating ATMS brightness temperatures. Ak
represents the activation function. wk and bk are the weights and biases, respectively.

where µ and σ are the mean value and the standard deviation, respectively. X0 (Y true) and X0 (
Y true) are for the model input (reference output) data before and after standardization, respectively.
In the application, the prediction (output) needs to be converted back to the original value as:

Ypred = σy × Ypred + µy. (5)

The normalization helps ANN training in both accuracy and computational efficiency (less
iterations). Using Adam optimization algorithm further improves the forward prediction accuracy.
The Adam optimization is an extension to stochastic gradient descent [20].

We can skip using Eq. (5) if we incorporate the mean value and the standard deviation of the
input features (outputs) into weights/biases for the first layer (last layer). The incorporation can
simplify the calculation of forward radiance and Jacobian calculations for the users.

2.2. Jacobian model

The ANN model used in this study is configured for the forward model to simulate satellite
observations. The Jacobian model is a derived model from the forward model rather than a part
of the ANN configuration for the forward model. Jacobian is a derivative of the radiative transfer
output variable with respect to each of the input variables. The Jacobian model contains the most
important sensitivities (physics) such as how the satellite measured radiances change with the
surface temperature, water vapor and carbon dioxide in the atmosphere. At numerical weather
prediction centers, operational radiative transfer models [3] use physics based and fast algorithms
in the forward model. The Jacobian model is also derived from its forward model through tangent
linear and adjoint programming. The forward and Jacobian models must be consistent, which is
very important for stability in weather forecasting.

It is neither practical nor accurate to design one ANN for both forward and Jacobian models
because unknown parameters in the Jacobian model are considerably more than those in the
forward model. In this study, the predicted variables are 22 ATMS brightness temperatures in the
forward model whereas there are 4136 (22 channels by 188 input parameters) predicted variables
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in the Jacobian model even under clear conditions. It would be hard for ANN to accurately
predict so many variables efficiently.

We can derive the Jacobian model from the forward model. The explicit expression of the
Jacobian model was given in our previous paper (see Eq. (A12) of Liang et al. [19]. Based on
Fig. 1, we use slightly different notation here for better understanding with explanations.

As illustrated in Fig. 1, the Jacobian model (J) can be directly derived from Eq. (2):

J(X0) =
∂Ypred

∂X0
= w4

∂Ypred

∂A3

∂A3
∂A2

∂A2
∂A1

∂A1
∂X0

. (6)

If n is the number of hidden layers and the linear activation function is used for the output
layer, the Jacobian of the ANN can be expressed as:

J = wn+1
∏︂1

k=n
A

′

k(Xk−1)wk . (7)

J is the Jacobian which is derived from the AI forward model. It is worth to be mentioned
that the activation function Ak is a vector in the forward model but the derivative of activation
function A′

k is a square and diagonal matrix in the Jacobian model with the derivative of the
elements of the vector Ak. The Jacobian model demands considerably more computational time
than the forward model because of the expansion of the activation function from a vector in the
forward model to a matrix in the Jacobian model. The computational CPU time in the Jacobian
model is roughly proportional to the number of channels of sensors. Therefore, the AI Jacobian
model calculation can be very expensive for hyperspectral sensors with thousands of channels.

On other hand, the AI adjoint model is computationally efficient and it only takes about 2 ∼ 3
times more CPU time as compared to the forward model calculation. An adjoint model calculates
the total sensitivity of observations on geophysical parameters. A Jacobian model calculates
the sensitivity on geophysical parameters for each channel of observations. In a physics-based
radiative transfer model like the CRTM, optical properties, Planck functions, and the radiative
transfer solution need to be evaluated for each channel regardless of Adjoint or Jacobian model.
The computational times between Adjoint and Jacobian models are nearly the same. However,
AI radiative transfer model is a fitting or mapping model. Fitting total sensitivity is much faster
than fitting channel-dependent sensitivity. For example, JPSS Cross-track Infrared Sounder
(CrIS) has 2211 channels. The AI adjoint calculations will be about 700 times faster than the
Jacobian calculations. The adjoint value is the sum of Jacobian values over all channels. In this
study, the adjoint values are a vector (188 elements) corresponding to 188 input variables. The
Jacoban values are represented by a matrix of size 188 by 22 ATMS channels. The adjoint model
has also been used in direct radiance assimilation at the European Centre for Medium-Range
Weather Forecasts (ECMWF). It would be very efficient to use AI adjoint model than using the
AI Jacobian model.

2.3. Add physics constraints to ANN training

For a given ANN and the training data including both inputs and true outputs, the weights and
biases updates may depend on some parameters setting or model tuning, for example the batch
size, the number of epochs, activation functions, and base learning rate. The ReLU is the most
used activation function in the world right now. We found that the ReLU action function has
good performance for AI based radiative transfer model. The normalization of inputs and true
outputs can be important as well. We found that it is very helpful to normalize the true outputs
and inputs except for atmospheric water vapor. Atmospheric water vapor changes rapidly and
the water vapor values in stratosphere and upper troposphere are very small, which cause the
instability when we reconstruct (divided by its standard deviation) water vapor Jacobian values.
Therefore, the AI training model uses water vapor profiles (in a unit of g/kg) from ECMWF
analysis data without any normalization.
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The loss function is also important in the training of AI forward model. The loss function is
a method of evaluating how well your algorithm can predict the forward model results. Using
the backpropagation method, the gradient of the loss is used to update weights/biases of the AI
forward model. The mean squared error (MSE) between the truth and the prediction may be the
simplest and most common loss function.

Our previous study, AI_Keras_rt, showed quite accurate in the forward radiance calculations.
However, the accuracy of Jacobian derived from the forward model is unsatisfactory to applications
such as direct radiance assimilations and physical retrievals. We know that for a given configuration
the AI forward model is purely determined by weights/biases coefficients. We also know that the
weights/biases are updated from a local minimum of the loss function which contains referenced
(CRTM physics model) and the AI predicted forward radiance. We have referenced (CRTM
physics model) Jacobian and we can also derive the Jacobian from the forward model without
changing the AI configuration. Therefore, we propose a new AI RTM forward model (hereafter
AI_Phy_rt) to extend the loss function Eq. (3) to:

lossnew = loss + γ × lossphy (8)

where γ is an empirical parameter and determined by visualizing the performance result, which
may balance the two loss functions on the right side of Eq. (8). We use γ = 0.01 in this study.
The physics constraint is the departure of Jacobian:

lossphy =
1

S × K × M

∑︂S

j=1

∑︂
k
ck
∑︂

m
(Jcal(m, k, j) − Jtrue(m, k, j))2. (9)

As defined in Eq. (3), K is number of Channels and S is batch size. ck are constant weights
depending on channels. The constants ck are also determined by visualizing the performance
result. M represents number of input features. Jcal is the analytically calculated Jacobian based
on AI_Phy_rt forward model (see Eq. (7)). The calculated Jacobian is fully consistent with the
AI_Phy_rt forward model. Jtrue is the CRTM calculation. It may be worth mentioning again that
the AI Jacobian is not the output of the forward model AI_Phy_rt.

Since the ANN system can provide multiple solutions that satisfy the accuracy requirement for
the radiance output (e.g. 0.2 K), the addition of an extra loss function term related to the Jacobian
accuracy forces the ANN training system to choose a solution that satisfies both the accuracy of
the forward model and the Jacobian.

We select the sensitivities of input features on radiances for all channels. One can also choose
partial channels and partial input features. Same as the forward radiance model, the physics
constraint loss function is only a function of input features and weights/biases for the forward
model. Therefore, physics constraint helps only in the training process which minimize both
forward prediction and the derived model errors without changing the AI model configuration.
The approach is analog to the constraint in the cost function used for retrieving geophysical
parameters from satellite measurements and direct radiance assimilation for weather forecasting.
Their cost function includes the background constraint that the solution needs close to the
background value. The advantage of using the background constraint is that the solution is stable
and consistent with the background. The disadvantage is that the solution is off from the true
value. This off value can be severe if the background is not accurate. Using physics constraints
in AI model training does not have the problem. When the sensitivities (physics) are right, the
forward model will be more accurate than the forward model training without the constraint.

The training process is only based on the forward model and the physics constraint helps the
update of weights/biases toward a physics-based solution. Once the forward training is satisfied,
for example the prediction error is comparable to the measurement error, the forward model is
ready for applications. In radiative transfer calculations, the Jacobian model, which can easily
and analytically be derived from the forward model, is one of the most important components in
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radiance assimilation in support of weather forecasting and retrieving environmental data records.
The Jacobian model is a physical model that explicitly incorporates sensitivities of radiance on
geophysical parameters.

3. Data

The data used for training ANN are the foundation of the AI model. We select global data on
September 26 of 2021, and January 1, April 1, and July 1 of 2022, which can cover regional
and seasonal variations. The selected European Centre for Medium-Range Weather Forecasts
(ECMWF) analysis data contain the profiles of temperature, water vapor, and cloud water content
as well as the surface variables. We also choose global ECMWF data on October 5, 2022 for
the validation test to see if the AI radiative transfer model is still promising even though the
training data are three months ahead. These five-days global data are matched up with the ATMS
measurements. The criterion for this match-up is that data are within 3 h and 10 km between the
ECMWF data and the ATMS measurements. The Joint Polar Satellite System-2 (JPSS-2) satellite
was successfully launched on November 10, 2022 and was renamed NOAA-21 after reaching
its polar orbit. Like its predecessors on NOAA-20 and Suomi NPP, the cross-track scanning
radiometer ATMS onboard NOAA-21 also has 22 channels at frequencies ranging from 23 to
183 GHz, permitting the measurements of atmospheric temperature and moisture profiles under
all weather conditions. This paper focuses on the simulation of ATMS brightness temperatures
over oceans under clear-sky conditions. Additionally, this research is more about how the new
method (physics-based constraint) can overcome the issue in Jacobian calculations derived from
the ANN forward model.

The radiative transfer under clear-sky conditions represented in this research describes
atmospheric emission and surface emission captured by sensors onboard the satellites. To exclude
scatterings under cloud conditions, the ATMS channel 3 brightness temperature differences
between the ATMS measurements and the CRTM simulations using the ECMWF data are
required to be less than 5 K. About 800,000 data samples over Oceans from the first 4 days are
used in the training. About 200,00 data samples on October 5, 2022 are used for the validation.

Table 1 lists the input parameters used in the ANN forward model. We don’t use the pressure
profile because it is purely determined by the surface pressure in the pressure sigma coordinate.
We don’t include the CRTM Jacobian values in the table since the Jacobian is not the outputs of
this AI based radiative transfer model, although the Jacobian values can be used to improve the
training of the AI-based radiative transfer model. The radiance reference values or truths are
derived from the CRTM model simulations. CRTM is a physical model that can calculate the
forward radiance, tangent linear radiance, adjoint radiance and Jacobian. Even though line-by-line
model is more accurate [23] we couldn’t use it as it demands enormous computational resources.
In addition, CRTM modeling accuracy meets the operational requirements and the model is
used operationally for direct radiance assimilation for weather forecasting and in retrieving
environmental data records.

Radiative transfer model for calculating satellite measured microwave radiance or radiance at
the top of the atmosphere is a widely known methodology. It describes how Planck radiance
at a local temperature transmitted and absorbed by molecules in the atmosphere. The CRTM,
developed at the joint center for satellite data assimilation in the United States, is an operational
radiative transfer model. Its tangent-linear and adjoint as well as Jacobian models are derived
from the forward model.

Radiative transfer calculations can be expansive. It takes a day to simulate five-days global data
for the ATMS if using the CRTM. It would take more than 100 days to simulate four-days global
data if using line-by-line radiative transfer calculations. We use the CRTM model simulations as
references to train DL-RT model. The CRTM model is very fast in comparison to line-by-line
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Table 1. The input and output parameters used in deep
learning radiative model.

Input Variables Output Variables

Names Number Number

Secant of sensor scan angle 1

22 ATMS
brightness
temperatures

Secant of sensor zenith angle 1

Cosine of relative azimuth angle 1

Surface wind speed 1

Surface temperature 1

Surface pressure 1

Atmospheric temperatures 91

Atmospheric water vapor 91

Total 188 22

radiative model. But, the CRTM is still not fast enough to process huge satellite data. Only less
than 10% of satellite data are assimilated for weather forecasting.
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4. Results

We first used the open-source software library Keras. Keras acts as an interface for the open-source
TensorFlow library (https://www.simplilearn.com/keras-vs-tensorflow-vs-pytorch-article). The
AI training code for the radiative transfer model is written in Python and called AI_Keras_rt
hereafter. Keras is user-friendly, modular, and extensible. As mentioned previously, the ANN for
ATMS simulations is composed of input layer (188 features) and output layer (22 variables) as
well 3 hidden layers with 256, 128, 64 nodes, respectively.

For the training, we need to define some hyperparameters: the number of epochs, batch size,
and base learning rate. We use 7,000 epochs, a batch size of 512 and 0.01 for the base learning
rate. It was found that more than 7,000 epochs for the training data used in this study improved
the accuracy neither for the training data (dependent data) nor for the independent validation
data. Using Keras the training for 7,000 epochs and 800,000 samples can be completed within
15 wall hours on a virtual machine equipped with 4 processors Intel Xeon CPU E5-2697A v4 @
2.60 GHz and 24 GB Mem.

For the dependent data sets, the prediction standard errors for ATMS brightness temperatures
are less than 0.2 K and the biases are close to zero. The errors are smaller than ATMT
measurement errors (https://www.star.nesdis.noaa.gov/icvs/status_NPP_ATMS.php). For NOAA-
20 and NOAA-21 ATMS, the specification value for noise equivalent differential temperature
(NEDT) varies between 0.5 K and 3.6 K depending on the channels. The on-orbit performance is
better than the specification. For the independent data on October 5, 2022, the prediction standard
deviation error is still smaller than 0.2 K although the error is a little larger than the results
for dependent data. The standard deviation errors are less than 0.1 K for most of the sounding
channels. The biases are pretty small. The results are consistent with that in our previous study
[19].

We use the Keras libraries to train the AI_Keras_rt forward model. After the forward model is
established, we also use Keras TensorFlow Jacobian model based on the weights/biases from the
forward model. TensorFlow provides the module tf.GradientTape for users to calculate Jacobian.

We examine the Keras’ Jacobian model for the ATMS instrument. The ATMS is the microwave
sounder mainly for acquiring atmospheric profiles of temperatures and water vapors. Its channels
2, 3, 6 and 9 are sensitive to the temperature at the surface, surface boundary layer, 500 hPa,
and tropopause. ATMS channels 1, 17, 18, and 20 are sensitive to total column water vapor,
water vapor in the surface boundary layer, water vapor at 500 hPa, and water vapor at 200 hPa,
respectively. Atmospheric parameters at 500 hPa are very important in global atmospheric
circulations. The 500 hPa geopotential is usually called the level of non-divergence. Beneath this
level there is a level of convergence and above that level there is a level of divergence so that 500
hPa is the level to look for vertical motions. The geopotential anomaly at 500 hPa is the most
important variable for judging the global forecast score.

We choose a case that has a sea surface temperature (290.0 K) and total precipitable water
(TPW, 26.2 millimeter) very close to a global mean TPW over oceans [24] [25]. As shown
in Fig. 2, the standard (using Keras library) AI_Keras_rt Jacobian values for ATMS channels
2 and 3 display large errors and large oscillations. The two channels are window channels.
Their brightness temperatures are mainly contributed by surface emission and reflection. The
atmospheric signals at the microwave window channels are relatively weak, and therefore it may
be difficult for AI to capture this weak sensitivity. ATMS channels 6 and 9 are sounding channels,
rarely affected by the surface. The AI_Keras_rt Jacobian agrees with the CRTM calculated
except for the small oscillations. The water vapor Jacobian values above 200 hPa are substantially
away from the true values. The AI_Keras_rt water vapor Jacobian calculations have too large
uncertainties to applications such as direct radiance assimilations and retrievals of environmental
data records. We also examined the Jacobian for very dry and very moist profiles. The behaviors
are very similar to the case for Fig. 2.

https://www.simplilearn.com/keras-vs-tensorflow-vs-pytorch-article
https://www.star.nesdis.noaa.gov/icvs/status_NPP_ATMS.php
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Fig. 2. The upper four panels are for ATMS channels 2, 3, 6, and 9 temperature Jacobian.
The lower four panels are for ATMS channels 1, 17, 18, and 20 water vapor Jacobian. The
red lines are the CRTM physical model calculations and referred as “true” or reference
values. The blue lines are the AI_Keras_rt Jacobian values.

Keras libraries provide fast and optimal training for the forward model. The interface is also
friendly for many applications. The libraries can be used in parallel computations with and
without GPUs. One can also train Keras models with TPUs. But, it is unable to add a physics
constraint to Keras training processes, because customers can build a loss function that only
takes the true values and predicted values from a forward model, not the predicted values from a
derived model.

We can add the physics constraint to the source codes of the artificial neural network we
had developed [26]. Our training libraries were written in FORTRAN and were successfully
applied to a non-linear problem in calculating downward long-wave radiation from Special
Sensor Microwave/Imager of Defense Meteorological Satellite Program F08. The FORTRAN AI
libraries have basic functions that Keras/TensorFlow has. We adopt the AI model for radiative
transfer (RT) calculations, therefore it is called AI_Phy_rt model in this study.

We first check the radiative transfer model accuracy using AI_Phy_rt without any physics
constraint. The ANN configuration and the training data as well as the validation data are
identical to what we used for AI_Keras_rt. Figure 3 shows the comparisons between CRTM
truths and the AI_Phy_rt predictions. AI_Phy_rt doesn’t have GPU capability and only partial
codes use openMP parallel computations now. Although the AI_Phy_rt training is about four
times slower than AI_Keras_rt, AI_Phy_rt prediction accuracy for both training and validation
data is comparable to the prediction accuracy what AI_Keras_rt obtained. As one can see from
Fig. 3, the AI_Phy_rt prediction accuracy for training data is similar to the accuracy for the
validation data which are 3 months after the training data. Our results suggest that AI_Phy_rt
model is stable and comparable to AI_Keras_rt.
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Fig. 3. Standard deviations (solid lines) and biases (dashed lines) of AI_rt brightness
temperatures for ATMS 22 channels. The black lines represent the difference between the
CRTM truths and the AI_Phy_rt predictions for the training data between September 26,
2021 and July 1, 2022. The red lines are for the validation data on October 8, 2022.

With the physics constraint in AI_Phy_rt, the weights/biases are updated by fitting the forward
predictions with forward truths and keeping the right sensitivities such as temperature and water
vapor Jacobian profiles as the CRTM true Jacobian in the training process. The inline prediction
model is the same regardless of whether using AI_Keras_rt or using AI_Phy_rt training, because
the format and the size of the AI model weights/biases are the same.

Figure 4 plots the loss function for the forward model and for the physics constraint part,
respectively. During our artificial neural network (AI_Phy_rt) training, we only save the weights
which have better performance for forward radiance predictions and Jacobian predictions in the
derived model. Since the outputs are normalized (see Eq. (4b)), the loss function for the forward
part here is not a root mean square error between true and AI predicted brightness temperatures.
However, the loss function values represent the convergence of the AI training since the smaller
of the loss function, the smaller of the root mean square error. The loss function for the forward
part decreases smoothly.

In Table 2, we compared the CPU timing in seconds for 100,000 profiles and 22 ATMS
channels’ brightness temperatures among the CRTM model, AI_Keras_rt (Python), and AI_Phy_rt
(FORTRAN). Keras libraries don’t have the function for calculating the adjoint radiance. We
compared the CPU timing in two computational modes: all profiles in one calculation and each
calculation for one profile since both modes are used in the current applications. AI_Keras_rt
(Python) is very efficient for all profiles in one calculation. The result indicates that AI_Keras_rt
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Fig. 4. The loss function contains both the part for the forward model and the part for
physics constraint. The back line is for the forward part and the red line is for the physics
constraint part.

(Python) achieves high performance in parallel computations. However, AI_Kreas_rt is extremely
slow for each profile per calculation. AI_Phy_rt (FORTRAN) is also efficient for all profiles in
one calculation. For the one profile in each calculation, AI_Phy_rt is considerably faster than
AI_Keras_rt. One may notice from Table 2 that the CPU time for the CRTM Jacobian calculation
is about 2.5 times that for the CRTM forward calculation. However, the AI-based Jacobian
calculation is 30 times slower than the AI-based forward calculation. In AI forward calculation
of one profile, we have to deal with the computation of a matrix multiplication by a vector. On
the other hand, AI Jacobian calculation involves a matrix multiplication by another matrix. The
CPU time in AI Jacobian calculation is proportional to the number of channels.

The AI_Phy_rt training is very slow since the AI Jacobian model calculations are very CPU
time consuming. To use Jacobian to improve the forward model weights/biases update, the
Jacobian prediction is needed. AI_Keras_rt training took about 15 hours of wall time for 7,000
epochs. AI_Phy_rt training would demand 1050 hours of wall time for 7,000 epochs. Fortunately,
AI_Phy_rt training learns faster than AI_Keras_rt. Using 400 epochs, AI_Phy_rt can achieve
comparable accuracy in the forward radiance prediction as AI_Keras_rt uses 7,000 epochs. Using
AI_Phy_rt in the forward prediction, the biases are less than 0.03 K and the standard deviations
are smaller than 0.2 K. The standard deviation for the most sounding is also less than 0.1 K.
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Table 2. CPU timing (seconds) for 100,000 profiles and 22 ATMS channels in
forward and Jacobian calculations. The CPU timing for the CRTM model and

AI_Phy_rt are listed as well. Keras libraries don’t have the function for calculating
the adjoint radiance yet.

Forward Jacobian Adjoint

Profile
Set

Per
Profile

Profile
Set

Per
Profile

Profile
Set

Per
Profile

CRTM 96.12 102.61 227.31 242.67 227.11 242.32

AI_Keras_rt 0.63 135.20 18.40 17,521

AI_Phy_rt 0.79 1.87 32.36 32.73 1.88 4.36

Fig. 5. The upper four panels are for ATMS channels 2, 3, 6, and 9 temperature Jacobian.
The lower four panels are for ATMS channels 1, 17, 18, and 20 water vapor Jacobian. The
red lines are the CRTM physical model calculations and referred as “true” or reference
values. The blue lines are the AI_Phy_rt Jacobian.

For this study, AI_Phy_rt training uses 400 epochs. On the other side, the AI_Phy_rt Jacobian
accuracy is dramatically improved.

Figure 5 is similar to Fig. 2 except for using AI_Phy_rt. AI_Phy_rt forward and Jacobian
prediction models are the same as AI_Keras_rt except for using different weights/biases. The red
line represents the CRTM calculation. The blue line represents AI_Phy_rt calculation. AI_Phy_rt
training follows the radiative transfer physics so that the derived Jacobian achieve better accuracy
to the temperature and water vapor sensitivities on the ATMS brightness temperatures.

We also examined the AI forward and Jacobian calculations for very dry and very humid cases.
The results and conclusions are very similar to the global mean case above.

5. Discussion and conclusion

We have studied two types of AI-based radiative transfer models: AI_Keras_rt a python code
embedded with Keras libraries and AI_Phy_rt a FORTRAN code embedded with Artificial Neural
Network [26]. The two algorithms achieve high accuracy for the forward radiance calculations.
However, AI_Keras_rt encounters difficulty in delivering accurate Jacobians those are required
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by direct radiance assimilation in support of weather forecasting and retrieving environmental
data records from satellite measurements. The AI_Keras_rt displays oscillation for the ATMS
window (surface) channels and very large uncertainties for water vapor channels close to the
strong water vapor absorption line at 183.31 GHz (see Fig. 2).

The forward and Jacobian need to be very consistent to avoid unstable solutions because
direct radiance assimilation and retrievals involve multiple iterations. The consistency can
be evaluated by comparing finite difference (partial derivative) from two forward calculations
against the Jacobian. The partial derivative from AI forward model won’t be consistent with
the Jacobian from another AI model because of the uncertainty in AI prediction model. One
may build one AI model containing both forward radiance and Jacobian rin its outputs, but the
finite difference of the forward radiance won’t be consistent with the Jacobian prediction either,
because the prediction error for the forward radiance doesn’t correspond to the prediction error
for the Jacobian due to random error in the prediction model. Therefore, we can only build a
single AI forward model and use a derived model for the Jacobian.

Using the physics constraint in AI_Phy_rt training, we update the forward model weights/biases
with meaningful physics (sensitivities of input features on radiances) and overcome the problems
in the derived Jacobian model. The AI_Phy_rt Jacobian calculation is pretty accurate for
applications (see Fig. 5, please note the different x-axis scale).

We realized that AI_Keras_rt training is considerably faster than AI_Phy_rt for a given number
of epochs. However, AI_Phy_rt converges faster. In total effect, AI_Phy_rt training still demands
four times more CPU time to achieve a comparable accuracy as AI_Keras_rt in the forward
radiance model. Keras libraries show high computational efficiency in model training. AI_Phy_rt
can deliver accurate Jacobian. We plan to add our physics constraint to AI_Keras_rt training.

It is noticed that one calculation for multiple profiles is very efficient than one calculation for
one profile. In particular for using AI_Keras_rt Jacobian prediction model for 100,000 profiles
and 22 ATMS channels, one calculation for one profile is about 1,000 times slower than one
calculation for multiple profiles. It would be a good time to change to one calculation for multiple
profiles in applications if one can.

We also noticed that AI Jacobian calculations demand much more CPU time than the AI
forward radiance calculations. In the AI Jacobian calculations, the CPU time is proportional to
the number of channels (see Table 2). For hyperspectral sensors having thousands of channels,
the AI Jacobian computational time would be more than that of the CRTM model. AI_Phy_rt
adjoint radiance calculation is very fast. The CPU time ratio of the adjoint to forward radiance
computation is about 2.5. The AI adjoint radiance calculation is much faster than the AI Jacobian
calculation. We also plan to study whether we can use AI adjoint radiance in the NOAA
Microwave Integrated Retrieval System (MiRS) [27] [28].
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